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Title: Physics-Informed Neural Network (PINN): Algorithms, ApplicaCons, and SoDware 

Abstract: Deep learning has achieved remarkable success in diverse applica4ons; however, its use in 
solving par4al differen4al equa4ons (PDEs) has emerged only recently. In this talk, I will first present an 
overview of physics-informed neural networks (PINNs) for solving forward and inverse PDEs, which 
embed a PDE into the loss of the neural network using automa4c differen4a4on. I will then discuss 
several approaches to improve the accuracy and efficiency of PINN, including a residual-based adap4ve 
refinement (RAR) method, gradient-enhanced PINN (gPINN), and PINN with hard constraints (hPINN). I 
will also demonstrate the effec4veness of PINN to diverse problems. The PINN algorithm can be applied 
to different types of PDEs, including integro-differen4al equa4ons, frac4onal PDEs, and stochas4c PDEs. 
Moreover, I will present a Python library for PINNs, DeepXDE. 

Short CV: Dr. Lu Lu is an Assistant Professor in the Department of Chemical and Biomolecular 
Engineering at University of Pennsylvania. He is also a faculty of Penn InsCtute for ComputaConal Science 
and of Graduate Group in Applied MathemaCcs and ComputaConal Science. Prior to joining Penn, he 
was an Applied MathemaCcs Instructor in the Department of MathemaCcs at MassachuseNs InsCtute of 
Technology from 2020 to 2021. He obtained his Ph.D. degree in Applied MathemaCcs at Brown 
University in 2020, master's degrees in Engineering, Applied MathemaCcs, and Computer Science at 
Brown University, and bachelor's degrees in Mechanical Engineering, Economics, and Computer Science 
at Tsinghua University in 2013. Lu has a mulCdisciplinary research background with research experience 
at the interface of applied mathemaCcs, physics, computaConal biology, and computer science. The goal 
of his research is to model and simulate physical and biological systems at different scales by integraCng 
modeling, simulaCon, and machine learning, and to provide strategies for system learning, predicCon, 
opCmizaCon, and decision making in real Cme. His current research interest lies in scienCfic machine 
learning, including theory, algorithms, and soDware, and its applicaCons to engineering, physical, and 
biological problems. His broad research interests focus on mulCscale modeling and high performance 
compuCng for physical and biological systems. 
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