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Abstract

This project proposes an active learning framework on object detectors. We support any
imagery-based dataset and any object detector from TensorFlow’s Model zoom achieve. We
put special focus on steel defect detection and composite labelling. Due to steel production
having a continuous flow on steel needing to automatically be checked, we apply online learning
elements to our investigation. We explore various object detectors in this unique setting of
active-online learning.
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Chapter 1

Introduction

Contents

1.1 Context and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.2 Project Specification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.1 Context and Motivation

For this thesis, we developed an active learning framework with a focus on object detectors. For
this purpose we aim for detecting defects within steel but this framework can be used on any
imagery-based dataset. Some of the biggest advances within AI have come from deep learning
[1]. Since AlexNet winning the ImageNet competition [2], the main mentality and objective of
many deep learning researchers and petitioners are to use more data and parameters in achieving
complex tasks, which has resulted in models like OpenAI’s GPT-3 with 175 billion parameters
[3]. The hopeful goal of these models is to create them so large that they can be used on
any task within its domain. The approach has become the de facto way in object detection,
where we apply a transfer learning technique on one of these large models to a specific dataset.
Allowing us to utilise the knowledge of the domain, which saves time and boosts performance.
Two of the largest bottlenecks with these models - and generally within machine learning - is
data labelling due to large/complex data and the need to have high-quality annotations. Other
challenges such as a change in data distribution over time or even interpreting model outcomes
are becoming more problematic. Within this thesis, we combine advances in online learning -
where the model learns in real-time - with the advances of active learning to bring humans into
the loop of AI decision-making, to reduce the need to label all the data.

1.2 Project Specification

Within this project we will be using two datasets, ”Labelled Face Parts in the Wild” (LFPW)
[4] and ”Severstal: Steel Defect Detection” [5]. LFPW is a keypoint estimation dataset which
makes it useful for our composite label experiments where we want to predict faces as well
as the composite features of a face such as eyes and noses. Defects in steel often consists of
composite labels that make up the final defect. However, we were unable to find an open-source
steel dataset that consists of composite defects, so we choose to use the LFPW dataset for this
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Chapter 1 1.3. Objectives

experiment. The steel dataset is still vital for experimentation on hard to spot defects and low
variance between classes of defects. The labels in these datasets are still useful to use even
though we have our labelling application, as we can remove human error in our experiments
and speeds up the process of experimenting. The experiments are dependent on previously
completed experiments, however in general we will explore:

• Inter-class performance of composite labels

• Object detector performance on small intraclass labels

• Object detection in an active learning setting

• Influx of a class becoming more common in an online learning setting

The application specification consists of creating dataset-specific profiles. Users can select any
number of images from the image viewer to then label. The labeller consists of 2 types of
brushes and any number of classes. Users can create, rename, or remove labels on the fly and
the configuration of the object detector is updated accordingly.

1.3 Objectives

To accomplish our project specification we aim to have computed the following objectives in
stages:
Stage 1 Labelling Application:

• Dataset-specific profiler.

• An image viewer to select images for labelling.

• A labeller with multiple brushes.

• Users should be able to add, remove, rename labels on the fly.

Stage 2 Adapt application for machine learning environment:

• Generate TFRecord for each training session.

• The configuration file of any object detector should be updated to any changes made by
the user.

• Object detectors should apply fine-tuning from the previous training session.

Stage 3 Experimentation:

• 1 and 2-stage object detector experiments; exploring composite labels and low intra-class
labels.

• Active and online learning experiments with a focus on the performance of object detec-
tors.

1.4 Contributions

• Active learning framework for object detectors with support for any imagery based dataset.

• Adaptable object detectors for changing or removing classes.

• Investigation in the use of object detectors in active and online learning settings.

• Investigation of composite labels and low intra-class labels such as in steel defects.

9
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1.5 Outline

The chapters of this dissertation are outlined as follows:

Chapter 2 Literature Review:

We introduce the background literature of the project and dissertation with the intro-
duction of neural networks and building towards deep learning. We end the chapter by
exploring relevant literature in object detection.

Chapter 3 Responsibly Innovated Human Centric Design:

In this chapter we introduce responsible innovation and human centric design.

Chapter 4 Methodology:

We introduce the methodology and the software deliverable for this project. This chapter
is split between our proposed labelling application and object detection.

Chapter 5 Project Management:

In this chapter we discuss the plan of the project and how it was planned.

Chapter 6 Evaluation:

We draw from our methodology and perform experiments to evaluate our deliverable .

Chapter 7 Conclusions and Future Work:

Finally we conclude the project and reflect back on the presented work and project in
general.
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Literature Review

Contents

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Types of Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.1 Supervised Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.2 Unsupervised Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Learning Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3.1 Transfer Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3.2 Active Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3.3 Online Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.4 Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4.1 Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.4.2 Convolutional Neural Networks . . . . . . . . . . . . . . . . . . . . . . . 23

2.5 The Challenges of Combining Deep Learning, Active Learning and
Online Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.6 Object Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.6.1 Two Stage Object Detectors . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.6.2 One Stage Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.6.3 mAP Metric for Object Detectors . . . . . . . . . . . . . . . . . . . . . 35

2.6.4 Advances Object Detectors . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.1 Introduction

Since 2015 when Girshick et al proposed the first deep learning object detector to successfully
beat the state of the art metrics in PASCAL VOC dataset [6], object detection exploded in
popularity in a similar way to deep learning in 2012 with competitions like ImageNet. Current
object detectors rely heavily on large amounts of data and a tedious labelling process. This
process becomes even more of a challenge when objects have composite elements that also need
to be labelled, or inter-class variance is large. A common problem in many surface/texture
detection tasks. Learning scenarios like active learning hope to address some of these challenges
by only labelling samples that will have the greatest statistical inference on the object detectors,
as result there should less of a need to label a lot of data and reducing the amount of data needed
to train. Other challenges like when we need to train in real-time, due to deep learning following
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Chapter 2 2.2. Types of Learning

a greedy data principle. In this chapter, we present the knowledge and literature that is required
for our experiments. We show the different types of learning and learning techniques used within
machine learning to the development of neural networks and deep learning. Finally, we show
some of the key developments in object detection and the process of how we compare such
detectors.

2.2 Types of Learning

Machine learning is the purpose of gaining new knowledge from a domain feature space by
learning the general patterns of that space. This experience is often in the form of historical
datasets. This idea drives the concept of data-driven approaches. The three main tasks of
machine learning are supervised, unsupervised and reinforcement learning. Each task differs in
the type of data they input, output, and the approach in learning from the dataset. The lines
between these tasks can get blurry as a result of domain-specific problems. In situations where
the practitioner wants to use supervised learning but has small to no data, they could attempt
to use semi/self-supervised learning. These hybrid tasks attempt to merge the main tasks in
some capacity. We can also apply common learning techniques to any of the tasks, however
applying these techniques are dependent on the problems being addressed. Multi-task, active,
online, transfer and ensemble learning roughly fall under learning techniques.

2.2.1 Supervised Learning

One of the three pilers of machine learning, supervised learning consists of a labelled training
set {(x1, y1), ..., (xN , yN )}. Where xi is a sample( or feature vector) and yi is the label (or
class) of the sample. A sample is a vector of features that we show to a model and the result
is a prediction of the label ŷi, generally defined as f(xi, θ) = xiθ

T . Where f(·) is our model
and θ are the weights. We then define some loss function L(θ) = 1

N

∑
i L(fθ(xi), yi), where we

measure how close the prediction ŷi was to yi and compute the sum of all measures calculated in
the training set. We learn over time by selecting a good θ that minimizes the loss L(θ). To find
a good θ we use one of a family of methods known as computational methods of optimization,
the most common being gradient descent [7, 8]:

θt+1 = θt − αt∇f(θt) (2.1)

Where αt is our gradient step value at timestamp t. The gradient step is scaler value that
defines how large a jump we make towards the local minimum. Notice that we use previous
θt to update θt + 1, thus we must have a starting θ0. Wolpert and Maccready prove that the
best way to learn in any combinatorial optimization algorithm is to use a random θ0 to allow
for expectation, the only exception to this general rule is to have weights specially designed
for a class of problems and we train for a subclass of problems(known as transfer learning
within the machine learning literature and the transfer of learning in psychological literature)
[9]. We continue to train until L(θ) converges or we use some other early stopping criteria is used.

Within supervised learning there is two categories of problems, known as regression and
classification. Regression is used to predict a continuous ŷi while classification is used when we
want to predict a discrete ŷi. The general form of regression is known as linear regression. In
regression we learn to make a line of best fit given our training data, then predict ŷi from our
test dataset by getting the value where our test sample crosses the line on the y axis.

ŷi = c+mxi (2.2)

12
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where c is the y-intercept and m is the slope of the line. Thus we need to learn a good c and
m to get an accurate ŷi. A common loss function in regression to achieve this is means squared
error:

L(c,m) =
1

2N

N∑
i=1

((c+mxi)− yi)2 (2.3)

where N is the number of training samples. We then use gradient descent to minimise this loss
function (equation 2.1) If input samples have more than one feature than we replace (c+mxi)
in equation 2.3 with hθ(x) defined as:

hθ(xi) = θ0 + θ1x
1
i + ...+ θnx

N
i (2.4)

where xi is a our input sample vector of features x1i , x
2
i , ..., x

n
i , n is the number of features within

the sample vector, N is the number of input samples in the dataset, θ0 replaces c and finally
θ1...θn replaces m.

Figure 2.1: Illustration of linear regression where the orange line is the line of best fit, and the
blue line between the line of best fit and the samples is the error of that specific sample.

Logistic regression applies the principles of regression in a classification setting. In this
setting our ŷi is a binary value which is the numerical mapping of our label. We fit a sigmoid
line to our data:

hθ(x) =
1

1 + e−θT x
(2.5)

where x is a input sample vector and θ is our current weights. We define a new loss function
known as cross-entropy loss for our binary labels:

L(θ) = − 1

N

[
N∑
i=1

yi log hθ(xi) +
N∑
i=1

(1− yi)log(1− hθ(xi))

]
(2.6)

where the term
∑N

i=1 yi log hθ(xi) is loss if yi = 1 while the term
∑N

i=1(1 − yi)log(1 − hθ(xi))
is the loss if yi = 0 and N is the number of samples in the training dataset. The loss is being
computed by taking negative log of all probabilities of both y = 1 and y = 0. The result of the
loss function increases as the predictions ŷ moves away from their true labels y. Finally we use
gradient descent (equation 2.1) to minimise our new loss function.

2.2.2 Unsupervised Learning

In the context of unsupervised learning we do not provide any labels for each of our samples,
thus our training dataset is defined as {x1, ..., xN}, where N is the number of samples in the
set. This setting often uses the priori probability distribution of the dataset for the given
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Chapter 2 2.3. Learning Techniques

unsupervised learning task. These tasks could include dimensionality reduction, cluster analysis
or association analysis. Within cluster analysis our aim is to group the data into clusters based
on the natural structure of the dataset given, kmeans is one such appouch. K-means gets its
name from k number of centroids and the mean position of a centroid given all data samples
within the associated cluster.

Algorithm 1: k-Means [10]

Result: Clusters of dataset
Step 1: Randomly initialize cluster centroids µ1, µ2, ..., µk in facture space
Step 2: while not converging do

Step 2.a:
foreach sample i do

ci = argminj ‖xi −mj‖2
end
Step 2.b:
foreach centroid j do

mj =
∑m

i=1 1[ci=j]xi∑m
i=1 1[ci=j]

end

end

2.a defines the nearest centroid to each data sample xi. While in 2.b, µj is the current
guesses for the positions of the centroids at timestamp j. A good clustering of the data is
dependent on the initial positions of the centroids. To check if clusters are good clusters at we
can use the distortion function:

J (c, µ) =

N∑
i=i

‖xi − µci‖
2 (2.7)

Where J computes the sum of squared distances for each data sample xi and assigned centroid
µci .

2.3 Learning Techniques

2.3.1 Transfer Learning

The aim of transfer learning is to use previously gained knowledge from one domain and apply
it to a new but related domain. In the hope that the model learns the new domain quicker
and with greater accuracy than simply training a model from scratch. In practice we reuse the
generic layers (layers close to the input of the model) and create new task specific layers (the
layers closer to the output of the model). During training we freeze the weights of the generaic
layers allowing the task specific layers to learn. Generally transfer learning is defined as:

D = {X , P (X)}, T = {Y, f(·)} (2.8)

Where domain D holds our feature space X and a probabilistic distribution P (X) where
X = {x1, ..., xn} ∈ X . Task T holds our label space Y and some model function f(·). The
task learns from data consisting of pairs {xi, yi} from X and Y respectively, resulting in our
function f predicting the corresponding label ŷ from f(x). Now that we have Domain D and
our learning task T , and we have a new target domain DT and learning task TT . We use
knoweldge from D and T to help fT (·) learn in DT .
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Fine Tuning is a sub-technique of transfer learning in which we unfreeze some (or all) of the
early layers in our model. During training, we use a smaller learning rate than normal since we
are assuming the pre-trained weights are already good when compared to randomly initialized
weights. If our learning rate is too large than the model can collapse and will be unable to learn.

Figure 2.2: Fine Tuning is one of many sub-technique of transfer learning. This Illustration
shows some of the other transfer learning methods [11]

The only criteria to using transfer learning and its variants are to ensure that the dataset for
the specific task is simpler to the dataset that was used on the pre-trained model. The general
rule for fine-tuning and transfer learning is as follows:

Dataset is similar to
pre-trained dataset

Dataset is not similar to
pre-trained dataset

Large amounts of data Fine-tune on all layers Train model from scratch

Small amounts of data
Freeze all layers apart from
last few layers and train, as
described in standard transfer learning

Train on a smaller model from
scratch and use pre-processing
methods like data augmentation
and post-processing methods
like test-time augmentation

Table 2.1: Criteria for when we should use transfer learning, fine-tune or neither [12]

2.3.2 Active Learning

The active learning hypothesis states that if the learning algorithm is allowed to choose the
data or be given more important data from a sample pool, then it will perform better with less
training. One of the properties of this hypothesis is that we would require fewer data and -
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more importantly - less labelled data. This is juxtaposed with traditional supervised learning,
in which we are often training with thousands of labelled samples and long training times. This
is becoming a desirable property in current literature with many notable researchers (including
Yoshua Bengio and Geoffrey Hinton - 2 out of the 3 winners of the 2018 Turing Award) stating
we need to move away from using more data and labelled samples in general [13, 14]. Their
reasons include model overfitting and labelling of data getting more expensive [15].

The active learning scheme applies the hypothesis by querying unlabelled samples to be
labelled by an oracle, often a human annotator but could be some information source. The aim
is to achieve high accuracy with little labelled data, thus minimizing the cost of labelled data.
How we select data (known as a query strategy in the literature) to be queried and the types
of queries (known as active learning scenarios in the literature) are dependent on the active
learning problem being proposed. The 3 main active learning scenarios are (1) membership
query synthesis, (2) stream-based selective sampling, and (3) pool-based sampling.

Membership query synthesis is the scenario where the model generates its samples from
the feature space distribution and then queue that generated sample to the oracle [16]. The
advantage of this style of learning is that the dataset can be small and is efficient for finite
problem domains [17, 18]. Lang et al used this scenario with human annotators to train a neural
network in classifying handwritten characters [19]. However, they found that the generated
samples contained many non-recognizable symbols, generating artificial hybrid characters
instead. To fix this drawback an alternative was discovered named selective sampling. The
assumption in this scenario is that the unlabelled sample can be obtained inexpensively, thus
allowing the model to sample from the actual distribution and evaluate the informativeness of
the unlabelled sample [20, 21]. The model then decides to request the sample to be labelled or
not. The scenario is often called steam-based selective sampling as we evaluate each unlabelled
sample one at a time. We can also ensure that each query given to the oracle is of a high
standard as it is from the real input feature space distribution. Pool-based Sampling is the most
common scenario within active learning due to situations where researchers have large amounts
of unlabelled samples. In this scenario the model generates queries from a pool of samples, the
model selects a query greedily. This is often in the form of an informativeness measure evaluated
on all samples within the pool. The most informative samples are then queried to the oracle [22].

The query strategy refers to how we evaluate the informativeness of unlabelled samples.
The query strategy used in the literature is uncertainty sampling [22]. The approach works by
querying the samples which are the least confidence in labelling. General uncertainty sampling
is defined as:

x∗LC = arg max
x

1− Pθ(ŷ|x) (2.9)

where x∗LC is the least confident sample and Pθ(y|x) refers to the probability that sample x is
label y using model distribution θ.

2.3.3 Online Learning

Online learning (also known as incremental or out-of-core learning) refers to a specific style
of learning within machine learning where the training data becomes available in sequential
order over time and we update our model at each step. Commonly in machine learning, we
have access to the entire dataset to which we can train our models. Online machine learning
involves a specific situation where it is infeasible to train on the entire dataset. A property
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of this situation is that we will have the model distribution which will change over time,
thus normally these models are extremely sensitive to any change. The sensitively of the
model risks a common error within this style of learning named catastrophic interference,
in which a model abruptly forgets learned knowledge after getting new knowledge. However
updating models after each new data sample can be a desirable property due to its scalability
in real-world data analytics applications, where data is large and arriving fast [23]. In these
situations traditional supervised learning would need to be re-trained once a collection of
training samples had been collected, thus the model would have high time and space complexity.

Figure 2.3: Taxonomy of Online Learning Techniques [23]

Online learning with full feedback is supervised learning tasks where the information is
learnt by the model at the end of each online learning round. We further divide this topic
into online supervised learning and applied online learning. Online supervised learning consists
of the fundamental approaches of online learning in a supervised setting while applied online
learning consists of non-traditional and often very problem-specific approaches. Online learning
with partial feedback is the second main topic of online learning where the model makes a
prediction on an incoming sample and is simply informed if that prediction is true or not. The
is different from online supervised learning as the model is not informed what the correct label
is if the prediction is wrong. For these styles of problems, the model makes the prediction
based on balancing the distribution of disclosed knowledge with the exploration of unknown
knowledge.
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2.4 Deep Learning

Figure 2.4: A Venn diagram illustrating the structure of AI to Deep Learning. We show that
deep learning is a type of representation learning, which is a type of machine learning. Machine
learning is only one branch of AI [24]

Deep Learning approaches create deeply structured neural networks (and variants) with some
form of representation learning [25]. A philosophy of deep learning over the years has been
to create larger structured neural networks with more data. This philosophy and approach
have been successfully applied to many fields including computer vision, natural language
processing, bioinformatics, and many more [26].

Representation learning is the process of learning the best way to represent the data so
we can get better performance in our models. Often called feature learning as a sample Xi

would have features Xi = {x1i , x2i , ..., xNi }, where N is the number of features and xji is the jth

feature of Xi. A feature is a single characteristic of something being observed. For example,
we can observe the sepal and petal length and width of a given species of Iris flowers [27]. A
single representation is a collection of observing a single flower. Before representation learning,
we would design - by hand - all the representations before attempting to get a model to learn
the patterns in the features. The hypothesis in representation learning is that there are many
different representations (or features) from a given sample, and it is believed that by applying
optimization algorithms we can find hidden representations that greatly improve learning in
the data [28]. These learnt representations might not all be task-specific (like in hand-made
representations) but would still likely be useful for the general-purpose learning of the greater
domain that the task is within.
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2.4.1 Neural Networks

Artificial neural networks are the bases for a lot of deep learning architectures we have to-
day. The original inspiration of neural networks comes from the information processing and
distributed communication within biological neural networks and other biological systems [29].
To demonstrate neural networks we break its principles into the following sections;

• [Section 2.4.1.1] - The Perceptron and the Structure of Neural Networks: The founding
building block of neural networks the perception and how we use many perceptrons to
create the structure of the neural network

• [Section 2.4.1.2] - Activation Functions: Discuss if information should be passed through
a particular area in a neural network or if we should discord it

• [Section 2.4.1.3] - Softmax Function: The final layer of a neural network which results in
our predictions

• [Section 2.4.1.4] - Backpropagation: The widely used method for calculating derivatives in
neural networks that we use to add newly learnt knowledge throughout the neural network

• [Section 2.4.1.5] - Regularization: Methods for ensuring that neural networks learn the
general principles of the training data and not learn residual variation (which we call
noise) [30]

2.4.1.1 The Perceptron and the Structure of Neural Networks

Figure 2.5: The perceptron is the weighted summation of an input vector plus some bias. We
pass this value into some activation function g(·), this is illustrated in b. a: the input vector X
where x0, x1, ..., xn is a set of features up to size n. c is our prediction for if our input is positive
or negative [31].

A single perceptron decides if some real-valued vector X is a positive or a negative instance [31].
To determine if a vector is positive or negative we take the weighted summation of X and pass
into some activation function, this is illustrated with figure 2.5. The main takeaway from the
perceptron is the main contributor to determining if the input should be positive or negative
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is the value of our weights. Given we went some desired output or to be as close as possible
to some output, we can change our weights accordingly. We often call a single perceptron a
node and we can have many nodes in a layer we often call this a single layer perceptron, as
to separate it from a multilayer perceptron. We can add many perceptrons in a single layer
and have multiple layers within our model structure. Finally, we can formally write our neural
network:

h1 = g1(W 1X + b1)

h2 = g2(W 2h1 + b2)

·
·
·

ŷ(X) = WNhN−1 + bN

(2.10)

where hi is the output of layer i, X is our input vector, W i our weights for layer i, bi is our
bias for layer i, and finally gi(·) is our activation function for layer i.

2.4.1.2 Activation Functions

Activation functions determine if the output of a given node is positive or negative. The main
category of activation functions used in neural networks is non-linear, meaning the output cannot
be reproduced from a linear combination of inputs. We use non-linear activation functions to
allow us to map our inputs to our outputs. If we do not have any non-linearity in our networks,
then all neurons behave the same and we would not be able to perform some of the complex
tasks that are common in deep learning. A common activation function is the sigmoid function
[32]:

σ(x) =
1

1 + e−x
(2.11)

where x is our weighted sum of inputs. Sigmoid returns either 1 or 0 to determine if the weighted
sum (which is a real-valued scalar) to be positive or negative. This can be an issue and is known
as non-zero-centred, this is because the output is always a positive number and results in large
gradient updates in a certain direction during backpropagation, making optimization harder
[33]. Sigmoid can also stop weight updates which effectively stops the learning process. This
is because often the local gradient is or is near zero when there are large negative values [33].
Another common activation function is the Rectified Linear Unit [34]:

max(0, x) (2.12)

where x is our weighted sum, thus removing only negative weighted summations. When are
model is learning we do not want all our neurons to be activated (that is to return a positive
result for each neuron), as the computational cost of such a task is extremely high. How-
ever, having all our neurons activated can be perceived as a good because we would be not be
disregarding any knowledge that we learnt in during a single iteration. To help with this com-
putational limit we would want only a selection of the most important neurons to be activated.
ReLU has the benefit of around 50% of the neurons would be activated, thus the model becomes
lighter [33]. This is why ReLU become the ”go-to” activation function for large deep learning
models. The drawback to ReLU - just like sigmoid - is that it is zero centred. To help with this
issue Leaky ReLU was proposed, which takes into account a small number of negative values
[35]:

max(0.1x, x) (2.13)
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2.4.1.3 Softmax Function

The softmax function is the final layer of the neural network, where it is used to normalize the
output of the network to a probability distribution. This distribution consists of k probabilities
where k is the number of labels. Softmax is required as the neural network penultimate layout
outputs real-valued scores that do not scale, thus is challenging to work out which label the
network is predicting. Generally the softmax function is as follows [36, 37]:

σ(
−→
Z )i =

eZi∑K
j=1 e

Zj
(2.14)

where
−→
Z is our input vector from the neural network consisting of {Z0, ..., Zi}, eZi is the

standard exponential function which gives a positive value above 0. The bottom term is our
normalization term that ensures we have a valued probability distribution, and finally, K is
the number of classes. The drawback of softmax is that it tends to produce results close to
0 or 1, thus should be careful in using it as the true probability, especially when measuring
uncertainty or other Bayesian machine learning tasks. [38]

The softmax function is a smoothed and differentiable alternative to the argmax function
[24]. During training, we use softmax as its differentiable allowing us to optimize a loss function.
However for inference, we often just need a single predicted label as our output. In these situ-
ations, we argmax, which converts the input vector to zeros apart from the largest probability,
which is set to 1.

2.4.1.4 Backpropagation

Backpropagation (short for Backward Propagation of Errors) is the key algorithm in supervised
learning and brought the recent surge in popularity of deep learning [24]. At the end of
each training iteration a loss function is calculated, this is a scalar representation of how
far the predictions are from the ground truth labels. We use backpropagation in calculating
the gradient of the loss function concerning each of the weights in the neural network. This
ensures each weight is updated to gradually reduce the loss function over time. We refer to
this process as going backwards as the calculation of the gradient goes backwards from the
last year to the first layer of the neural network. At any particular layer in the neural net-
work, we calculate the gradient using the gradients of all the following layers using the chain rule.

The first stage in backpropagation is to accept input vector Xi and feed it through the
layers of the network to produce ŷ, as shown in equation 2.10. This process is known as forward
propagation. We then compute our error with the loss function L(y, ŷ). The lower the value
the closer ŷ is to y. When the neural network first starts training the result of the loss function
is high and over the training iterations, we should have a low error rate. To lower the result of
our loss function we gradually adjust the weights. This requires us to calculate the derivate of
L with respect to every weight in the neural network:

∂L
∂W i

jk

, (2.15)

whereW i
jk is the weight of neural network going from neuron j in layer i−1 to neuron k in layer i.

We could compute each derivative of L with respect to each weight using the chain rule,
however, this is extremely inefficient as we could have already computed the derivative of the
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layer i − 1. Therefore in backpropagation we first calculate the derivate of the last layer N ,
we then use this derivate in the chain rule formula for layer N − 1. So we work back through
the neural network, each time using the last derivate calculation to obtain the current layers
derivative using the chain rule.

2.4.1.5 Regularization

Figure 2.6: A: Underfitting - Occurs when models cannot obtain a low training error. B:
Overfitting - Occurs when the gap between training and testing error is large. The dots are the
training samples and the red line is our predicted line by a trained model.

The objective in machine learning - for a supervised learning setting - is to perform well on
previously unseen data. This notion is called generalization. During training we show the
training dataset to the model and compute some loss function to measure the error, this is
called the training error. However, we also want the testing error (also called generalization
error) to be as low as possible. We estimate this error by measuring the performance on the
testing dataset. In the loss function of linear regression (as shown in equation 2.3) we compute
the loss on our training data (xi, yi), however, what we care about is the loss on the testing
dataset:

L(c,m) =
1

2N

N∑
i=1

((c+mxtesti )− ytesti )2 (2.16)

To affect the performance on the testing data when we are only observing training data,
we make a few assumptions: (1) we assume the data of both training and testing sets are
not collected arbitrarily. (2) We assume that each sample (xi, yi) from both datasets are
independent of each other. (3) Finally, we assume that both training and testing datasets are
identically distributed, meaning that we collect the data from the same probability distributions.

Under the supervised learning process we sample our training dataset and choose the weights
that reduce the training error, then we sample the testing dataset. We can expect that the
testing error to be greater or equal to the training error. To determine how well a model
generalised is directly related to the models’ ability to make the training error small, while
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also making the gap between the training and testing error small [24, 26].These 2 objectives
correspond to the 2 challenges of machine learning: underfitting and overfitting, as illustrated
by figure 2.6. To address underfitting a common strategy is to use deeper neural networks with
more layers and more neurons per layer. This is because it is believed that the model may not
have enough neurons to capture the patterns in the training dataset [39]. It is also possible
that the model has not found any of the optimal weights yet, thus could require more training
time. Overfitting occurs as a result of fitting to the training data too well and not learning the
general patterns of the training dataset. A way to address this is to add noise to the data or
add more diversity to the dataset. This is known as data augmentation and is one of many
regularization techniques. Another common regularization technique is to add a regularization
term to the loss function, which is a type of penality to our model f :

N∑
i=1

L(f(xi), yi) + λR(W ) (2.17)

where L is our loss function, λ is a hyperparameter which determines how important the regu-
larization term is and finally R(W ) is our regularization term where we pass the weights of our
model f . The 2 main regularizers that are used are L1 and L2 regularization:

R(W ) =
N∑
i=1

wi (2.18)

R(W ) =

N∑
i=1

w2
i (2.19)

2.4.2 Convolutional Neural Networks

Convolutional Neural Networks (CNN) is one of many types of deep learning algorithms that
are designed to be used with structured multidimensional arrays of data. originally gaining
huge popularity in computer vision due to images being a type of multidimensional data and
its representation learning properties. At the time many approaches in computer vision used
hand-made approaches or algorithms like Histogram of Oriented Gradients (HoG) [40]. There
was a huge desire to have the features be learnt instead of using an algorithm or hand-made
features. CNN’s take advantage of the spatial domain of images by learning localized spatial
relationships of features. This is accomplished by using kernel-based convolutions to extract
the localised features, named convolutional layer. During training we learn the formulation of
the kernel space which acts as our weights, providing a small parameter set to optimize with
backpropagation. This is opposed to neural networks which have many more weights when
using multidimensional arrays. Within a convolutional layer, it is common to stack many
kernels together in sequential design, it is this design that allows us to learn the complex
hierarchical features of some images. Each convolutional layer is followed by an activation
layer, while some may also have a pooling layer.
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Figure 2.7: C1: The convolutional layer has 6 kernels of size 5x5 which ”walk over” the raw
input image, and outputs 6 28x28 images(known as feature maps). The goal of the first few
layers is to find basic features like edges and corners. S2: The average pooling layer takes a
square of 4 pixels (from the feature map) and averages them to a single pixel. Thus the pooling
layer scales down the image by a factor of 2. C3: the second convolutional layer that has 16
kernels of size 5x5. S4 is another pooling layer with the same specification as S2. C5 is a fully
connected convolutional layer which has a 1D array of length 120 as the output. Each element
of the output array is connected to all 400 weights in S4 (5x5x16). F6 is a fully connected layer
mapping the 120 elements array to a 10 element array, where each element corresponds to a
digit. [41]

LeNet is one of the earliest convolutional neural network architectures which was proposed
by Yann LeCun et al in 1998 [41]. It is often used today to aid in understanding the design
principles of CNNs. LeNet was designed to recognize handwritten digits 0-9, this the input
is the raw image of a digit and the output is the probability distribution representing the
confidence score of the input being a digit 0-9. LeNet-5 is a very small CNN - by today’s
standard - with 3 convolutional layers, 2 pooling layers and a fully connected layer. It is
powerful enough to classify digits but not, for example, all 26 letters of the alphabet. Today
many of the CNN architectures have millions of parameters and tens of layers.

The convolutional layer is the key principal in CNNs that utilising the representation
learning scheme. Each kernel ”walks over” the feature map producing an output that describes
the result of the learnt kernel. Each kernel is a square matrix where each element is a learnt
weight of the features within the kernels region of interest. In training, we optimize the kernel
weights to learn various localized features. The early kernels in the network learn basic features
while later kernels learn more complex features of the image like texture.
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Figure 2.8: The first operator of the CNN architecture, the convolutional layer: the kernel is
placed in the top left corner and slides over the feature map multiplying each element in the
regain of the kernel with the element value in that kernel.

We formally define the feature map as a result of a kernel which contains the weights to be
optimized:

ali′,j′k′ + 1 =
∑
i j k

Wijkk′ a
l
i+j′, j+j′, k, (2.20)

where i, j, k are the array height, width and channel indexes of the input, kernel W is convolved
over the input al and returns al+1 [42].
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2.4.2.1 Architectures

Figure 2.9: A is the 16 layer variant of the VGG Network while B is the 19 layer variant [43, 44].
All convolutional layers have 3x3 kernels with a stride of 1 and a padding of 1. All pooling
layers use max-pooling and have a kernel of 2x2 and a stride of 2.

The architecture of a CNN refers to the design of the network structure. There are many
different designs but generally, the sophisticated designs we have today are inspired by either
the VGG Network, ResNet or MobileNet. VGG16/19 are designs that were originally proposed
for the ImageNet challenge in 2014 and are inspired by AlexNet [43, 45, 2]. The ImageNet
challenge was a competition between 2010 and 2017 to evaluate algorithms for object detection
and image classification on the scale of 1000 classes. While developing the VGG Network the
authors found that 2 3x3 kernels have the same receptive field as a 5x5, this is a useful insight
as 2 3x3 kernels have fewer parameters and thus less computation than 1 5x5 kernel. With the
idea that bigger models perform better, computation became more important and thus insights
like this helped in authors winning the 2014 ImageNet challenge.
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Figure 2.10: Each of these diagrams represent the 3 contributions that He et al proposed for
CNN architecture designs. In Diagram A they show the training error(on the left) and the
testing error (on the right) of 2 different networks, a 20 layer and a 56 layer network. They
show that the deeper the model the more it begins to underfit to the dataset. As shown by the
20 layer model performing better both in training and testing. This resulted in the construction
insight. Diagram C is the Residual block which allows us to skip convolutional layers, allowing
deeper models to emulate shallower models. Diagram B is the resulting network that was built
using stacks of residual blocks. [44, 46]

He et al found that if we kept stacking convolutional layers, the training will eventually get
worse, this is illustrated in charts A of figure 2.10 [46]. They took a 20 layer and a 56 layer
network and trained it on the CIFAR dataset [47]. The charts seem to show that the deeper
model is underfitting to the data, and as a result, they hypothesised that deeper models are
harder to optimize and not learn to identify functions to emulate shallow models [46, 44]. This
leads them to the following construction insight:

Considering a shallow and deeper model, the deeper model needs to copy the shallow model,
with identify mappings. This suggests that deeper models should result in no higher training

error than the shallow model [46]

As models were getting larger they began to overfit and as a result, He et al proposed the
Residual Block and Residual Network (ResNet) as illustrated in image B and C of figure 2.10
[46]. The residual block is a way to make it easier for deeper networks to learn to emulate
shallower networks in the situation where the deeper network has more layers than it needed.
A residual block consists of 2 convolutional layers, in image c of figure 2.10 this is referred to as
F(X). Where X is a feature map. At the end of the block, we add the input X to the result of
F(X), this adding of X to our function is known as the residual additive shortcut. As a result of
adding this shortcut to our model we can now learn the identity function, this is accomplished
by setting weights in the convolutional layers to 0. Allowing use to emulate shallower networks.
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A Residual Network is a stack of these residual blocks where the design of the convolutional layer
structure is inspired by the VGG networks. The ResNet design divides its convolutional layers
into stages, between each stage we double the number of channels starting with 64 channels,
each layer also has a 3x3 kernel simpler to the VGG network. For each pair of layers, we
add a residual block, allowing us to skip layers if needed. The result of this network is that
we have larger networks but have the same or less computational complexity compared to the
other architecture designs of its day. These deeper networks while utilising less computational
complexity helped beat the state of the art results and the authors won the ImageNet challenge
that year.

Figure 2.11: Image A displays a flowchart of standard grouped convolutions with 2 groups, in
which we take input and split the channels in half. We then perform our convolutions on each
slide in parallel. Finally, we concatenate the 2 slides which result in our output. Image B is the
design architecture of MobileNet. It consists of 2 blocks that we can repeat as many times as
needed. Block 1 is a depthwise convolution with a 3x3 kernel, followed by batch normalization
and a ReLU activation function. Block 2 is the same as block 1 apart from we replace the
depthwise convolution with a pointwise convolution. [44, 48, 49]

As the development of new and better architecture designs where proposed, a bigger fo-
cus was spent on computational complexity, therefore questions like ”Can we sacrifice a small
portion of accuracy for much better computational complexity?” or ”Are we able to train and
test our models on embedded devices?”. This inspired Howard et al and proposed an efficient
design called MobileNet [48]. MobileNet uses a special case of grouped convolutions in which
we split the task of convoluting over an image in parallel [49]. This is accomplished by di-
viding the channels of our input by the number of groups, which we set as a hyperparameter.
The flowchart A in figure 2.11 illustrates a convolution with 2 groups. We divide our chan-
nels by 2, perform a convolution with a kxk kernel on each side and finally concatenate the
2 results. We can measure the computational complexity by using the Floating Point Opera-
tions per Second(FLOPs) measure. In a normal convolution we measure FLOPs by computing
CoutputCinputK

2HW , where Coutput and Cinput are the number of channels for the output and
input, K is the size of the kernel, and finally, HW is the height and width of the input image.
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In a grouped setting we divide the FLOPs buy G where G is the number of groups:

FLOPs =
CoutputCinputK

2HW

G
(2.21)

MobileNet uses a special variant of grouped convolutions where G groups are equal to the
number of channels, known as depth-wise convolutions [50]. Along with depthwise convolutions
we often use another type of convolution that uses a 1x1 kernel to iterate through every pixel.
Known as pointwise convolution, it forms a class of convolutions known as depthwise-separable
convolutions [50]. The larger a model gets the more sensitive to the initial weights the model
becomes. A common hypothesis for this is that the distribution of inputs to layers in the model
may change with each minibatch as the weights get updated. This hypothesis is referred to
as internal covariate shift. To solve this the technique known as batch normalization is used
to normalize the inputs to a layer for each minibatch [51]. A nice property of this technique
is that it reduces the amount of training time required as a result of normalizing the learning
process. With techniques like depthwise-separable convolutions and batch normalizations lead
use MobileNet, as illustrated in image B of figure 2.11. MobileNet uses 2 blocks, the first is a
depthwise convolution as input followed by batch normalisation and a ReLU activation function,
the second is the same apart from the use of a pointwise convolution instead of a depthwise
convolution. This structure repeats until we get to our standard task-specific block which is
dependent on the task, however, it often includes a fully connected convolutional layer to fully
connected layer and finally a softmax layer.

2.5 The Challenges of Combining Deep Learning, Active Learn-
ing and Online Learning

In recent years there has been many workshops and talks by many researchers on the challenges
of deep learning techniques learn and if these techniques are underfitting, while others have
talked about the changing distribution of data and complexities. Deep learning has a strong
ability to process large amounts of high-dimensional data with an accurate feature representa-
tion, while active learning can reduce the cost of labelling and online learning can minimise the
use of more data while also having a changing distribution. There is hope to combine these ap-
proaches with the obvious benefit of expanding the application potential due to each approach
solving each other’s drawbacks. Applying deep learning to an active online learning setting is
difficult to apply this is due to:

• Minimal data and labels: Active learning uses a small amount of data and online learning
has an ever-changing pool of samples, meaning that different classes will appear more
often than others. Deep learning is very greedy with the amount of data it requires,
contradicting active and online learning [52].

• Uncertainty Modelling in selecting a sample for querying: Many active learning techniques
use an uncertainty metric to find which samples or classes the model is least confident
about. These samples are then queried to an oracle. Many deep learning techniques use
a softmax layer to obtain the probability distribution on a sample. Softmax has been
proven to be too confident, as a response the active learning community find it unreliable
as a measure confidence [53].

• Representation Learning: in Active Learning: Active learning mostly focuses on training
the classifier with some query strategy. Many strategies assume that there is a fixed
feature representation. As discussed in section 2.4.2 deep learning techniques learn the
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feature representation and the model training at the same time. Current solutions only
propose fine-tuning models for active learning frameworks [54, 55].

Some proposes have been made such as applying data augmentation to the minimal data issue
or use a multi-stage model to deal with the representation learning issue [54, 56, 57]. Others
have proposed learnable query strategies by using Bayesian active learning techniques [58]. No
approach solves all these problems and continues to be an open problem today [55].

Some have proposed deep learning solutions that can solve some of the challenges above.
One of the largest areas of active learning has been applied successfully in computer vision.
The main challenge in this context is that traditional active learning methods fail to gain good
performance on small labelling when using high-dimensional data [55]. Wang et al [54] proposed
assigning pseudo-labels to unlabelled samples that have high confidence from some classifier, to
then add them to an uncertain sample set. which is queried by a deep Bayesian method for
measuring uncertainty. Uncertain samples are queried to oracle. The model trains end to end
with a multi loss consisting of the classifier loss and the Bayesian method loss functions. This
approach is also well suited for online learning as we do not know the labels beforehand, but over
the training, the model replaces the pseudo-labels with the labels written by the oracle. Object
detection has also seen a lot of use in active learning due to the high label costs [59, 60, 61].
However, due to the computational complexity cost and training time, object detection is rare
to see in online learning settings. Many of these techniques require a fixed representation space,
therefore many use transfer learning methods to first learn the representation and then apply
to an active learning framework. This results in some methods using a two-stage approach, the
drawback is that the second model is highly dependent on the first models’ results.

2.6 Object Detection

Figure 2.12: General model structure for an object detector in deep learning. The base model
for finding features (hence the name feature executor) in this example is AlexNet, followed by
2 fully connected layers that branch into their different tasks of what the object is and where
the object is in the image
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One of the most studied and popular areas in the field of computer vision, object detection
is the task of localising and classifying each semantic object within an image or video. The
challenges of object detection are (1) multiple objects that could be anywhere in the image, (2)
objects are overlapping, (3) 2 types of output for each object (a category label and a bounding
box), (4) large images result in large processing time.

Generally, in a deep learning setting, we have some feature executor as our base model which
branches into 2 layers; a fully connected layer with softmax for classification of the object, and
a regressor layer to find ”where” the object is in the image. Therefore the final model has 2
outputs and can be trained end to end. This is illustrated in figure 2.12. There are many base
models to select as we can take any model that was designed for classification and modify the
last fully connected layers. Thus any model from subsection 2.4.2.1 can be used for a detection
task. As we have progressed within this field bigger models with more data have been used to
get better accuracy, however at the cost of efficiency in training and testing time. Girshick et
al were the first to propose a method which uses a CNN for gaining greater accuracy in object
detection tasks, named Region-Based Convolutional Network Network(RCNN) and uses two
stages within the detection [6]. The first stage finds regions within the image that the model
thinks might have an object in it, while the second stage extracts feature from the regions
which are then used to predict a label and a bounding box. With each variant of RCNN better
accuracy and quicker testing time resulting in high localization and object recognition. However,
even with the fastest variant of two-stage detectors were still slow when being used with video.
Some approaches have been used to combat efficiency issues such as MobileNet and PeleeNet
but are a current research problem being pursued [62, 63]. One-stage detectors are alternatives
to the two-stage detectors in which they propose methods to directly predict bounding boxes
from the image, this no first stage of getting regions. Generally, one-stage detectors are more
time-efficient and are used for real-time object detection tasks. The trade-off of using one-stage
detectors is that they are often less accurate in localising and classifying an object [64].
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2.6.1 Two Stage Object Detectors

Figure 2.13: The RCNN design splits process of object detection into 4 modules: (1) generate
region proposals, (2) extract features from regions, (3) classify modules in the regions, (4) predict
a bounding box for that region. A is the first design in the RCNN family which uses selective
search on the raw image, wraps the resulting regions, extracts the features of the regions with
a pre-trained CNN and finally predict the object and bounding box. Fast RCNN (image B)
changes RCNN by extracting the features from the raw image and then use the selective search
on the final feature map. Each of the resulting regions is resized with an ROI pooling layer so
we can keep the spatial information of the region. We then get a feature vector from each of the
regions bypassing them through a fully connected layer. Finally given each vector we predict
the object and the bounding box of in the region. Lastly image C is the Faster RCNN variant
where we completely replace selective search with a learnable method called region proposal
network [6, 65, 66].

RCNN was the first to propose a CNN architecture that could perform well on object detection
tasks on the PASCAL VOC dataset [6, 67]. The RCNN design consists of 4 modules:

1. Generate region proposals

2. Extract fractures from regions

3. Multiple Support Vector Machines (SVM) to classify objects from each feature vector

4. Bounding box regressor for accurate placement of the bounding box

For module 1 Girshick et al propose using the selective search algorithm, which generates initial
sub-segmentations of the image [68]. The algorithm then selects all the sub-segments that are
the most similar and combine them. This is an iterative process where it keeps combining
the sub-segmentations, thus we need a hyperparameter to state how many times we iterative.
Each segment of the image becomes a proposed region. In module 2 we use a pre-trained
CNN to extract a 4096-dimensional feature vector. The CNN requires a fixed size input, thus
Girshick et al wrap each region proposal to be 227x227. Within module 3 we use categorical
independent SVM where each SVM is a binary classifier for background or the specific class
that the individual SVM is designed to detect. Each SVM do not share the weights and

32



Chapter 2 2.6. Object Detection

therefore are independently trained. Finally, in module 4 we use a bounding box regressor to
predict the correct (x′, y′, h′, w′) given the (x, y, h, w) from the position and the size of the
region proposals. This step is required as the authors found that while testing the bounding
boxes were offset due to the region proposal process. RCNN has a very high competition
time due to using selective search [64]. Each image has around 2000 regions proposed in both
training and testing time that then has to be passed to a CNN to extract its features. This
process is very slow at around 40-50 seconds to predict each new image using some of the
highest-end hardware on the market at the time. A result of this slow prediction time meant
that this approach was almost impractical on large datasets like COCO and PASCAL VOC.

With the limitations of RCNN Ross Girshick proposed a faster variant of the same design
named Fast RCNN [65]. As RCNN performs a forward pass on the base model for each region
proposal without sharing computation, the SVM classification can take a long time. TO speed
this process up Fast RCNN extracts the features from the entire image. Then perform a selective
search on the final feature map. Fast RCNN still needs a fixed size region proposes, therefore
the author utilizes a region of interest (ROI) pooling layer. This layer takes as input all regain
proposal coordinates and we take the feature map sections that correspond to the coordinates
and converts it into a fixed dimension. These fixed size regions are then passed to a fully
connected layer resulting in a 4096-dimensional vector. Finally just like RCNN we pass the
vector to our SVMs to classify the object (if there is an object in the region proposal) and predict
the bounding box with a regressor layer. Fast RCNN was a huge improvement on RCNN with
a large amount of time saved for the feature extraction and a large reduction in disk storage
due to not storing the features to disk. Fast RCNN also uses an end to end training process due
to a multi-task loss on each region proposals. ROI pooling layer has the added improvement of
not needing to wrap the image and therefore we reserve the spatial information of the region
proposals. The experiment results in Fast RCNN having a 7% increase in mAP(the metric used
to evaluate object detectors, see section 2.6.3) and is 9 times faster than RCNN in both training
and testing time [65]. Due to the computational speed of selective search, this approach still
could not be used for real-time object detectors, or when using very large datasets. There was
also a desire to experiment on if we can learn to find regain proposals during the training stage.
This lead Girshick et al to create Faster RCNN with the use of a region proposal network (RPN)
[66], which replaces selective search in Fast RCNN. The RPN is a fully convolutional network
that can predict region proposals with many different scales and aspect ratios., The network
decreases the generating region process speed due to it sharing fully convolutional features and
a common set of convolutional layers. The RPN can predict regions by ranking the region
boxes(known as anchors) and propose the regions that are the most likely to contain an object.
This accomplished by generating 9 anchor boxes at 3 different scales and aspect ratios. Each
of the region proposals is parameterized relative to one of these other boxes. We then measure
the distance between a predicted region proposal and the ground truth bounding box, we then
optimize this metric during training. The experiment results of Faster RCNN show that there
is a 4% increase in performance and it is 10 times faster than Fast RCNN using the same base
model and dataset.

2.6.2 One Stage Detectors

You Only Look Once (YOLO) is one of the first proposed one stage object detectors by
Redmon et al in 2015 [69]. They were able to successfully show an accurate real-time object
detector. In there, experiments YOLO performs at 45 fps compared to Faster RCNN which
performs at 7 fps on the same dataset and hardware. They were able to accomplish this in one
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stage by thinking of detection as a regression problem and predicting all bounding boxes of the
image in one forward pass of there model.

The YOLO pipeline consists of dividing the input into an SxS grid, where each cell is
responsible for detecting a single object. Each cell in the grid predicts B bounding boxes
(x, y, w, h, confidence). x, y are the coordinates of the centre pixel in the cell. w, h refers to
the width and height of the bounding box prediction. The confidence score is the probability
that some class yi is in the bounding box multiplied by the IoU metric of the predicted box
by the ground truth bounding box. As all bounding boxes are predicted in one forward pass
of the YOLO model the output tensor is SxSx(Bx5 + C), where C is the number of classes.
The network itself consists of 24 convolutional layers followed by 2 fully connected layers, one
for predicting the bounding box coordinates and the other for object probabilities. The YOLO
family of methods have become one standard way to accomplish real-time object detection with
each iteration adding different design choices from previous works such as batch normalization,
and adding independent logistic classifiers to the ends of the models, useful for overlapping
labels.
The second family of methods for use in real-time object detection are the Single-shot detectors
(SSD) proposed by Liu et al in 2015 [70]. The method behind SSDs is to use a fixed set of
default bounding boxes with many different scales and aspect ratios for different feature maps
within the network. The prediction is the class source and box offsets for one of these default
bounding boxes. For each feature map, a different scale is used for the default bounding boxes
as each feature map will also have a different scale. The feature maps learn to be responsive to a
particular scale of each object. During training, we optimize the default bounding boxes for each
given class by using IoU with the ground truth bounding box. This should mean that we get
many negative bounding boxes as most of the image will be the background. To accommodate
for this the authors choose to add a hard negative mining technique where they use the highest
confidence loss for each default box out of all classes to optimize those boxes. The results of
this method are that it can outperform YOLO and Faster RCNN on detection metrics but have
a slower computational speed than YOLO, therefore YOLO still performs better in real-time
settings.
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2.6.3 mAP Metric for Object Detectors

Figure 2.14: Illustration of a Confusion Matrix [71]

A popular metric for evaluating and comparing different object detectors is the Mean Average
Precision (mAP), which is computed by first calculating the area under the Precision-Recall
Curve (PR Curve). The precision of a given class is the ratio of true positive(TP) over the total
number of predicted positives [72]. While recall (sensitivity) of a given class is the ratio of true
positive(TP) over the total ground truth positives [73]. We use both precision and recall in a
lot of different evaluation metrics for the performance of a classification task. We also merge
them in the PR Curve as another form of metric, this is performed by calculating the precision
and recall values at different confidence score thresholds.

precision =
TP

TP + FP
=
retrieved and relevant documents

all retrieved documents
, (2.22)

recall =
TP

TP + FN
=
retrieved and relevant documents

all relevant documents
, (2.23)

We use the PR Curve to visualise the trade-off between the two metrics. To achieve a high
precision the number of false positives needs to decrease, however by doing this we also decrease
our recall metric. Furthermore, by achieving a high recall the number of false negatives needs
to decrease, however, this would decrease our precision. Object detectors should find all
ground-truth objects (low false navigates) while identifying only the relevant object (low false
positives) [74]. Therefore if the precision is high while the recall increases then the object
detector is considered accurate.

In standard classification tasks it is trivial to find the TP, FP, FN and TN metrics as its
purely based on what label the classifer predicted. In object detectors we predict anchors that
form a bounding box around our objects, thus we need to measure how close the predicted
bounding box is to the ground truth box. This is accomplished as illustrated in figure 2.15. We
use IOU to check if a sample is a TP, FP, FN or TN, using the following criteria:
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Figure 2.15: Illustration of Intersection Over Union (IOU), the green box is the ground truth
while the red box is the prediction. The area that intersects the two boxes is our IOU metric.
[74]

Metric Criteria

TP IOU >0.5

FP IOU <0.5 or duplicated bounding box

FN No detection at all or IOU >0.5 but is the wrong classification

TN We ignore TN for object detectors as all background pixels are TN

Table 2.2: IoU Metric Criteria

Finally we can compute the area under the curve (or Average Precision in object detection
contexts) of the PR Curve. This area is generally considered the average of precision values for
each recall threshold. The general definition of Average Precision (AP) is:

AP =

∫ 1

0
p(r)dr (2.24)

where p(r) is the plotting precision as a function of recall r, as precision and recall are between
0 and 1 so is AP. A popular trend within academic literature is to interpolate the p(r) due to
the ”zigzag” problem in PR curve [74]. We use the interpulate precission to reduce computation
for computing the area, the result being a curve which decreases monotonically. A caveat for
using this method is that our curve will be less susceptible to small variations in the ranking.

pinterp(r) = max
r̂≥r

p(r̂) (2.25)

where we get the largest precision over all recalls greater than r [71].

As AP computes a score for a given label we compute the mean AP over all labels, known
as mean average precision (mAP). This is the final metric we use to compare object detectors.
Table 2.3 displays a few different criteria for computing the mAP, where the COCO challenge
variant being the most rigorous. In this case there are 9 different IOU values and we compute
the average over all 9 to give a final mAP score.
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mAP Criteria Notes

AP IOU = .50: 0.05: 0.95 COCO Challenge Metric

AP IOU=.50 IOU = .50 Pascal VOC Metric. Often consisted the standard

AP IOU=.75 IOU = .75 Strict Metric

Table 2.3: 3 different criteria that is often seen in literature to define mAP. Note that AP and
mAP are used interchangeably [75, 76, 74]

Object detectors often have the issue where there will be many overlapping detections given
as output. To find which is the best detection out of the overlapping detections we can apply
a post-processing technique known as non-max suppression (NMS). This technique will remove
all but the most detections which the detector is the most confident in. The technique works
as follows [77]:

1. Select next highest-scoring box

2. Eliminate lower-scoring boxes with IOU > threshold

3. If any boxes remain, Go to step 1

This technique must be noted that it will have a positive effect on the mAP and is not always
clear if a particular paper is using it when calculating their results. However, just like test-time
argumentation is valued highly once deployed in application purposes. A drawback to using
this technique is NMS may remove good bounding boxes when objects are highly overlapping.

2.6.4 Advances Object Detectors

Figure 2.16: The Hour Glass module is very simpler to the residual block, each box consists of
a skip connection but with the addition of a pooling layer [78]

One of the most important subproblems of computer vision, object detection, has gained
huge amounts of popularity in the deep learning community in recent years. Since the initial
proposal of RCNN showing that we could apply deep learning techniques to successfully beat
traditional methods in the Pascal VOC metrics [6]. As discussed previously in section 2.6
there are two main types of techniques: two-stage and one-stage object detectors. Both of
these require capturing regions within the image, the difference being how they capture the
regains. IN recent years a new idea has been gaining popularity, in that instead of predicting
a bound box, we predict the location of a set of points, representing the top left and bottom
right corners of the bounding box. Known as a keypoint estimation problem, methods like
CornerNet and CenterNet have seen success in gaining better metric scores than most one
stage and two-stage object detectors [79, 80]. However, keypoint object detectors tend to be
slower in both training and testing. CornerNet achieves a 42.2 % mAP source on the COCO
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dataset, which at the time of its publication was the best performing one-stage object detector.
Both CornerNet and CenterNet use the Hour Glass network as the feature extractor, which
was specially designed to be used for predicting human poses [78]. The network consists of
a stack of hourglass modules, which is illustrated in figure 2.16. This module works like an
autoencoder, where we downsample features to then upsample them once we reach a minimal
latent feature space. This difference is that the hourglass module consists of a skip connection
after each downsampling, allowing the model to learn features across all scales of the input. In
CornerNet the Hour Glass Network leads to two final prediction modules for each keypoint of
the bounding box. Each prediction module has a corner pooling layer - one of the contributions
by the authors of CornerNet - along with predictors for the heatmap, embedding vector and
an offset vector. The heatmap has a shape of H by W by C where C is the number categories
and each C is a binary mask indicating the location of the corner for that category. CornerNet
predicts embeddings for the corners such that the distance of the two corners from the same
object is small. A bounding box is only computed if the distance is less than some threshold,
and the confidence score is the average of both corner point confidence scores. During training
the authors do not penalize all negative locations, instead of the further away the prediction
is to the ground truth, the larger the penalty given. This is due to the bounding box of a pair
of false corners can still be a good enough bounding box to the ground truth bounding box.
CenterNet has the added benefit of a third prediction module to the CornerNet pipeline. As
the name suggests this is for predicting the centre key point of an object. The use of such a
point inherits simpler functionality as the ROI pooling layer while still keeping the network
as a one-stage object detector [80]. The difference between the 2 corner prediction modules
the centre prediction module is the use of a centre pooling layer. Center points normally do
not have many recognizable visual patterns, therefore the authors propose a pooling layer to
capture richer visual patterns. This all results in a model that performs better than CornerNet
at roughly 7% better mAP score. However, both CenterNet and CornerNet have extremely
slow training and testing time.

Training Time Friendly Network (TTFN) was proposed to have a balance between training
time, testing time and computational complexity [81]. The authors achieved this by having
one prediction module as opposed to the two and three prediction modules in CornerNet and
CenterNet. This single prediction module has one head for the heatmap - which is 1/4 of the size
of the input - and a regressor head for predicting the distance in 4 directions from the centre to
the edges of the object. Training is accomplished in the same way as CenterNet and CornerNet
by using a further away from ground truth penalty. These small but effective changes add up to
a model which performs seven times faster than other real-time detectors on the same dataset
and feature extractor. The authors showed that in general that their approach is more accurate
while also being roughly 10 hours quicker in training [81]. This area is being very promising
as more object detectors move to keypoint estimation. This is especially useful in active online
learning settings where we require faster training times to minimise the training time bottleneck
on live systems.

2.7 Summary

Within this chapter, we reviewed the relevant literature and knowledge required for creating
the methodology of the project. We started by discussing the types of learning and learning
techniques like transfer, online and active learning. Many of the modern object detectors use
deep learning techniques to achieve state of the art results, therefore we explore literature
by starting from the perceptron to the structure of neural networks to convolutional neural
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networks. We also discuss some of the common architectures, which are used as the feature
extractor in modern object detectors. Finally, we discuss the most notable object detectors
from RCNN to Training Time Friendly Networks.

Keypoint estimation seems to be making a resurgence in object detection in recent years
[79, 80, 78, 81]. Allowing us to create composite labels, for example in human pose estimation
we can generate bounding boxes over different parts of the body like a persons head or legs.
These can be seen as composite labels to the greater label of person. We then use these as
the ground truth boxes which training object detectors. Applying composite labels to different
object detectors is important to the greater goal of the project. In which we apply composite
steel defects to object detectors in an active-online learning setting. This is the situation where
the data is given to the model in real-time - hence the online - and due to the complexity of
the data and the need to have humans in the loop. We hope to apply this in an active setting.
Given the challenges of combining these different styles of learning, there is a need to explore
and experiment within the area.
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3.1 Introduction

Now that we have established an initial idea for a methodology by find gapes and potential
areas of improvement in chapter 2. We move to how we can be responsible for our research
and put humans at the core of our project by developing a suitable project methodology. We
first discuss the need for this methodology and it was developed by breaking the key areas. We
also show how it differs from a human-centric design. Finally, we develop our human-centric
methodology for this project based on modified software methodologies.

3.2 History of Responsible Innovation and Human-Centric De-
sign and Why it is Needed

Responsible innovation was established by the European Union as part of their framework
programme: ”Framework programmes for Research and Technological Development” [82]. Re-
sponsible innovation aims to ensure that the process of any scientific research or technological
development takes into account any effects and potential impacts on the environment and so-
ciety [83]. This ensures that we as researchers are kept to a high ethical standard by avoiding
any damaging effects of the newly created innovation, working with policymakers to engage
with communities which ensure they know the necessary knowledge for further science educa-
tion, and finally creating a fairer and more inclusive scientific community [84]. Engineering and
Physical Sciences Research Council (EPSRC) adopted the responsible innovation programmes
and commissioned the AREA framework. This will be the focus of this project [84], which
includes the following key areas:

• Anticipation: The main key area of responsible innovation, in which we consider all pos-
sible consequences as a result of created innovation
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• Reflection: Researchers should always be evaluating all aspects of the research process,
this includes the type of data, the process of analysing that data and how we demonstrate
our findings

• Ethics: The process of applying principles such as the General Data Protection Regulation
and other established ethical policies into our work [85].

• Science Education: Research should be accessible and understandable to a large group of
people, while also engaging with the younger generation to inspire new talent

• Equality: By actually engaging equality, diversity and inclusion in the sciences we ensure
that the research process and the final innovation is available and suitable to all. Without
this process it affects the research such the questions we ask or the models we create, this
is because it would only be aimed at a select group of people.

• Open Access: Ensuring that all research is transparent and results are reproducible

• Governance: Institutions that the researchers are apart of must have suitable practices to
promote responsible innovation

• Public Engagement: Before actively engaging with the public - such as deploying research
studies - we must have a justifiable motivation and reflect on a suitable audience for our
research

Human-Centric Design - in the context of research and project management methodology - is the
process of actively involving the human perspective in all stages and aspects of the project [86].
This can consist of adopting an agile methodology where humans are involved in conceptualizing,
developing, testing and deploying solutions. If we come across specific aspects that we find not
to be human-centred we require to move back in the project pipeline to revaluate our steps
and make changes, thus can be adapted into any agile methodology. The results of such an
approach allow for enhancing solution effectiveness and efficiency, well-being improvements, as
well as accessibility and suitability of human use [86]. Which is accomplished by applying
human factor and usability techniques into the core solution.

3.3 Developing a Suitable Project Methodology

Now that we have established responsible innovation and human-centric design, we move to
applying them to our project. Within this section, we show how we apply such principles
to our project management and solution methodology. Anticipation states that we should
be aware of all possible negative consequences of our research. This could potentially be a
challenge as we cannot predict every future consequence of our project. To help with this
we prepared a risk assessment within our project management chapter(5). We split the risk
assessment into personal, technical, general project and responsible innovation risks. Where
each risk has a likelihood, the impact it will have and a possible remedy for the risk. Reflection
and ethics is an iterative process where we will reflect at each step of the project, ensuring
that the steps that we make are suitable for the human-centric approach and responsible. This
is achieved by weekly supervisory meetings and individual reflective step at the end of each
completed step. The different steps of the project are discussed in our schedule section of
project management(5). We will also be following GDPR guidelines as well as our institution
ethical procedures.
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The developed application - as a result of this project - allows for some miner learning
of machine learning. Users can select different datasets, label a few samples and train on
various models. Users can then compare with different model results, all within a graphical
user interface. Thus our goal within the science education principle is to inspire potential
students into driving deeper into object detectors and active online learning. As part of our
methodology, we have a few datasets with one being based on faces and individual parts of faces.
These samples are then trained on different object detectors. A principle goal of this technology
is to generalise over a dataset, just like any machine learning task. Thus our task is to generalise
over all ethnicities and genders while ensuring that there is as little bias as possible. Therefore
we will be evaluating each dataset before adding such a dataset to our project. All datasets
will also be publicly available with no requirement to pay for access. The aim of the project is
for our code to able to be open source and accessible to everyone. We aim to add our code and
how to run the application on a publicly available GitHub page.
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4.1 Introduction

Now that we have set out areas to explore in our literature review (chapter 2) and discussed
the need to add human-centric design while also being responsible during the development
process (chapter 3). We move to discussing the methodology of our project. In this chapter, we
discuss the process of how we developed our active online learning framework with the use of
our labelling application, where we break down the various aspects of the different application
windows. Following this in datasets (section 4.6) we analysis our selected face and steel dataset
to test our framework and other object detectors. There are many different datasets that we
could have selected, thus we perform a small evaluation on our datasets to ensure they meet
our project criteria. There are many different types of object detectors that we could select,
fortunately, they all follow the same configuration and environment pipeline. Therefore in
section 4.4 we adapt our labelling framework to support this environment and automatically
generate configuration files for any given object detector. Finally we move to the final stages
of the project and set out to perform our experiments. An experiment simply starts by first
asking a question, within this section we setup some experiment questions and why there is a
need for them to be answered.
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4.2 Framework Overview

Figure 4.1: Application pipeline starts with some unlabelled dataset and we create a new project
in our application. After loading the dataset into the new project, users can select samples to
label and train a selected object detector. This is an iterative process of labelling samples and
training.

The first stage of this project was to create a labelling application that can support many
different types of image datasets. The goals of this early stage were to create project profiles,
upload an image dataset, have an image viewer and finally select images to then label them. At
the start of the project creation, we generate an XML file which records all our labels for each
image. There is support for multiple objects of any class in a single image, the configuration file
(of that given object detector) will adapt accordingly. This leads us to the second stage of the
project which was to set up our application for use with TensorFlow’s object detection library
[87]. The library has the following steps for training an object detector:

1. Select an object detector from the model zoo [88]

2. Create a TFRecord for both training and testing sets

3. Create a configuration file in the same format as Protocol Buffer [89]

4. Run library train and evaluate scripts in parallel

There are many ways we can prepare our data for a machine learning task and when using
thousands of samples there are a few optimization tricks we can utilise for reading each sample.
During training reading, each file individually can have significant overhead because of the
magnetic head within a hard disk drive (HDD). HDDs needs to seek the start of each file and
jump around the disk finding different parts until the full file has been read. This problem
becomes even worst when we store our files on a remote storage service. This problem results
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in a drastic slowdown of the training process. Tensorflow proposes one idea to speed up the
reads of samples with its TFRecord. This file stores our data in a protocol buffer object, which
speeds up the training process as all data or a few batches of our data are already stored in
memory. In the situation where we can not fit our data into memory, TFRecord will create
read batches and models train on those batches. This is all done without much effect from the
developer. TFRecord also helps reduce a common problem in deep learning known as GPU
starvation. This is when our GPU is waiting for data to be read or proposed. The data should
already be processed so the GPU can start training our model straight away. As a result of
TFRecord the CPU creates the next batch of samples while the GPU is training on the current
batch.

The configuration files is another important file for the process of training and testing object
detectors in TensorFlow. It consists of all hyperparameters and paths for its associated object
detector. In our framework, users can add new classes at any point in time, even after some
training iterations. This requires us to generate a new configuration file at the start of each
training session as we would need the number of classes, TFRecord paths and the path of the
previous training iteration model. Once we have done at least one training iteration we can
finally test our object detector. The detector will give its best prediction and we can adjust its
prediction box as well as its class prediction if needed within the application.
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4.3 Labelling Application

Figure 4.2: An illustrated flowchart of the application where window a is the launching main
menu for the application. The user has the choice to create a new project (path 1.x) or lead to
an existing project (path 2.x). If the user creates a new project window 1.b is shown. Users give
the project a name and upload a local dataset. If users want to load an existing project profile
then window 2.b is shown. In whichever case the user is lead to the image viewer (both 1.c and
2.c). From this the user can label samples (1.d or 2.d) or train a selected object detector (1.e
or 2.e)

The labelling application was the first stage of the project. We developed the interface with
Qt and the image processing with OpenCV [90, 91]. All code in this project was developed
in python 3.8. Figure 4.2 illustrates a flowchart of actions the user can do from launching the
application to labelling a sample to training labelled samples.
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Figure 4.3: The image viewer window is where users will spend most of their time. Users can
select samples to label, train or test models menu a gives basic information about the dataset.
Menu b is for all the active learning tasks like training or testing a model. While in testing all
samples are passed to the model. To see results users click on the image and can adjust labels if
needed. Menu d are triggers for moving back and forth between the pages of the dataset. Users
can also click label selection to move to the labeller window with all currently selected samples

The most important window of the application, the image viewer displays all the images of
the data in a set of pages. The user can configure the image viewer with the use of a YAML
config file. In figure 4.3 there are 10 images in 2 rows but this can be changed to any number,
however greater this number is the slower the application performs. Users can select any number
of samples to label by dragging the mouse of the samples or also individually select samples by
holding the control key, just like any table-based application. The selections are stored across
all pages, this also means that users will need to go back to a page to unselect a sample.

47



Chapter 4 4.4. Object Detectors in the Labelling Application

Figure 4.4: Users can select different brushes (a) and create boxes on the currently selected image
(c). Different labels can be selected or edited (shown in d) as well as remove or add labels with
the buttons from menu f. Once the users are happy they click ”save label”, highlighted as b.

Within the labeller (shown in figure 4.4) users can create, remove or edit labels. Each label
is assigned a colour and a unique identifier (UID). During training sessions the UID is the given
label, this allows users to change label names without removing labels from the object detector
and thus losing previously learnt knowledge. Users can also change colour which updates all
bounding boxes for that given label. There are 2 types of branches for labelling an object in an
image:

• Paint Brush: Users can paint over the area and a bounding box is generated around that
area.

• Point to Point Brush: Users drag their mouse from one point to another. As the distance
between the 2 points grows so does the size of the bounding box.

Once a box has been created users can adjust its size by moving the anchors in the corners
of the box. The position of the box can also be adjusted, once the user is happy they click
”save label” and they automatically move to the next sample in the queue. If there are no more
samples then we move back to the image viewer.

4.4 Object Detectors in the Labelling Application

For each profile in the application an XML file is generated to store both the ground truth
boxes (labelled by a user) and the prediction box given by an object detector. The structure of
the XML for a given image is as follows:

<?xml version=” 1 .0 ” encoding=” utf−8”?>

<image path = ”/ abso lu t e /path/ to / image”>
<image width>w</ image width>
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<image he ight>h</ image he ight>
<r e c t i d : x>
<human labe l led>bool</ human labe l led>
< l a b e l> l a b e l o f ob j e c t</ l a b e l>
<co l our>co l our o f ob j e c t</ co l our>
<topLe f t>(x , y )</ topLe f t>
<bottomRight>(x , y )</bottomRight>
<width>width o f box</width>
<he ight>he ight o f box</ he ight>
</ r e c t>
.
.
.
</ image>

When starting a training session we iterate over the XML file, getting only the human labelled
annotations and generating a TFRecord. If we have done some training sessions before the
current session then we fine-tune otherwise we start with random weights on a fresh object
detector. We config this by generating a configuration file. There are 3 types of learning
supported by the object detection library:

• Classification: standard supervised learning on images where we label the whole image to
a given label. We start from random weights

• Detection: The main type of learning for our task, where we localize and classify each
object in an image. We start from random weights

• Fine-Tune: We load the weights of a given model path. The task of the object detecter
depends on what the loaded model was trained on.

For our purposes only the first training session is defined as detection while all further sessions
are fine-tuned, to ensure we keep the previously learned knowledge. TensorFlow provides
many different types of object detectors in their zoo, however not all support detection or
classification. For example, ResNet based CenterNet only support classification and fine-tuning
while HourGlass based CenterNet supports detection and fine-tuning.

When users run an object detection test we load all our data into a TFRecord and load
the model of the previous training session. The object detector produces several predictions
and we apply the post-processing technique NMS to prune similar predictions [77]. After which
we save the rest of the predictions to the project’s XML file. If there is a prediction when
loading the image in the labeller, this will also get displayed to the user. Allowing users to
make adjustments if needed. In the image viewer there are 3 trick indicators for the type of
annotation:

• Green Tick: Indicates that the image is human labelled and is consisted of ground truth.

• Yellow Tick: Indicates that the boxes are a prediction from an object detector and that
the confidence in its prediction is good.

• Red Tick: Low confidence prediction from the object detector. These images are suggested
to be labelled by a user.
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4.5 Summary

The deliverable of this project is a labelling application where we apply object detectors in an
active learning setting. The application has support for many file types and any size image.
The general propose use of the application allows for testing on various types of imagery like
surface texture detection or composite labelling datasets. With such an application we can
perform active online learning experiments on object detectors.

We started this chapter by giving a general overview of the application and its two purposes
of its use: labelling objects and training models based on those labelled objects. We then further
brake these purposes down in their sections; Labelling Application (section 4.3) and Object
Detectors in the Labelling Application (section 4.4). In labelling application, we demonstrated
how a user creates a project, loads a dataset of choice and finally starts labelling. Our labeller
consists of two types of brushes and how labels can be edited or removed. Useful for when
specific labels can have multiple names. In section 4.4 we showed the process of applying the
object detection environment to the application as well as the structure of how we store and
use the annotations. Finally, we gave an overview of the datasets used for our experiments.

4.6 Datasets

Figure 4.5: Layout of different keypoint locations on various face datasets [92]

Labelled Face Parts in the Wild (LFPW) and Severstal Steel Defect Detection are the 2
datasets being used for our experiments [4, 5]. LFPW was used for our composite label
experiments where we train object detectors on faces to then transfer that knowledge to
also detect facial features. The result is a detector capable of detecting faces and the
composite labels of a face like eyes and noses. This is a common problem within steel
defection where there are many classes of defects that also consist of subclasses of small
defects. Unfortunately, we did not have access to a steel dataset with composite labels. The
steel dataset is still very useful due to the challenge of each category of class looking sim-
pler to each and the high inter-class variance due to defects consisting of a set of smaller defects.

Keypoint estimation datasets are especially useful for composite datasets as they typically

50



Chapter 4 4.6. Datasets

have keypoints in many areas of an object. We can hand-select these points to build a box to
represent a composite label. For example, in LFPW there are 4 key points for the nose and
therefore we wrap a bounding box around those points. Figure 4.5 displays various different
keypoint datasets for faces. We require a dataset that has enough detail to create multiple
composite labels while also have many different facial expressions and ethnic groups. LFPW
is a reasonable choice as it had enough information to create bounding boxes around different
fascial features while - as the name suggests - have different faces in various contexts. LFPW is
also open source while some other datasets like XM2VTS are not [93]. The authors of LFPW
gathered 3000 faces by using text queries on websites such as Google, Flicker and Yahoo. The
35 ground truth key points were labelled by workers from Amazon Mechanical Turk (MTurk).
While using this service is beneficial for labelling datasets, people can still make mistakes. The
authors considered this and each keypoint was labelled by three different workers and they
took the average position as the ground truth.

Figure 4.6: These charts show the number of defects for each class over both the training and
testing sets. [5]

Figure 4.7: Visualization of each defect in the dataset. [5]

The only publicly available steel defect detection dataset that we could is the Severstal
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dataset. Originally used for a Kaggle competition [5], it consists of 12,568 steel panels. Where
each panel can have one or more of the four types of defects, 5902 of which do not have any
defects. Figure 4.6 shows the number of defects for each class over both training (left chart)
and testing sets (right chart). We also show the 4 different types of defects by figure 4.7. Notice
they are contours and not bound boxes and so for each contour, we generate a bounding box.
This can be an issue for some defects where they are long strips (such as with defect 3) as
opposed to large areas like defect 4. Defect 3 is also oversampled in the dataset but we will not
be balancing the dataset or taking even samples. This is because during the production of the
steel some defects are more common than others. This is then a natural bias of the dataset and
we want our models to generalized over real-world production. We use both these datasets for
use in our object detection experiments to not only test object detectors for their given domain
but also in an active online learning setting.
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5.1 Introduction

Planning our project and how we manage it are instrumental to the success of the project. We
first create a project management methodology, where we apply human-centric design to an
agile development cycle. Allowing us to fix any arising problems quickly with the added benefit
of not needing to go back on previously completed stages or project milestones. Secondly, we will
discuss the project schedule, which embraces the selected project methodology by its iterative
nature. We will also set out our major and secondary milestone. By creating this schedule
we perform an initial reflection of the planned stages and aspects to ensure that we innovate
responsibly and that the proposal (that was discussed in chapter 4) follows a human-centric
design. Finally, we will evaluate the project and initial proposal further by constructing and
performing a risk assessment. This assessment is split into general, technical, personal and
responsibly innovative risks. Where each risk is evaluated based on a likelihood and negative
impact score.

5.2 Project Development Methodology

The underlining principle of this project is to have a human-centric focus while also ensuring
that we research, develop, test and responsibly deploy our project solutions. This requires us
to always be thinking about these principles at every stage of the project. Which naturally
deduct to an iterative process and therefore an obvious approach is to an agile methodology,
this includes but not limited to:

• Agile Scrum Methodology [94]

• Lean Software Development [95]
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• Extreme Programming (XP) [96]

• Dynamic Systems Development Method(DSDM) [97]

• Feature Driven Development (FDD) [98]

Each of these methodologies has a focus on software development, thus any of these approaches
will require some modification for our experiment stages. Deploying our experiments requires
a rapid methodology as our next few experiments are completely dependent on the results of
the previous experiment. As well as the experiments we also create an active online learning
framework with a graphical user interface, which allows us to label samples and perform some
training of different object detectors. It will be relatively linear with only miner feedback
changes during these early stages of the project. Due to these challenges in both early and
late stages, we will be using a modified version of extreme programming, this is because of its
continuous delivery by its responsiveness to ever-changing situations in the project. This is
useful for experiments stages but also adapts well to situations where there are few iterations
such as in the active online learning framework stages.

Originally introduced by Ken Beck in 1990, extreme programming allows us to create higher
quality software with each iteration while also being adaptable to changes in the project as they
arise. The approach is designed to have rapid feedback and response to that feedback as quickly
as possible. We will have a weekly supervisory meeting where we will be able to adapt to the
feedback in these meetings quicker than other methodologies. As this approach uses a test-driven
principle we can change different parts of the experiment depending on previous experiments.

5.3 Schedule

Our schedule starts from 29th June to the 30th of September 2020 and is split amount 4 stages:

• Stage 1: We develop a labelling application that can support any image dataset.

• Stage 2: Setup a machine learning environment and the ability to train and test different
object detectors.

• Stage 3: Online and Active learning experiments along with object detection experiments
on composite label datasets.

• Stage 4: Writing the dissertation.

The end of each stage acts as our milestones. At which we reflect and evaluate our work to
ensure we are on the track of the schedule and following the human-centred methodology. Each
stage is further broken down into tasks that we must complete by their associated end date.
Our schedule follows a linear path for the first 2 stages, then stages 3 and 4 are set in parallel.
This is because we first build our labelling application and added machine learning support
before we move into the iterative process of experimentation. To help in having better use of
our time we will be preparing and writing the dissertation while training sessions are running.
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5.4 Risk Assessment

To conduct our risk assessment we first establish potential risks in 4 areas:

• Personal Risks: Risks that affect us individually and as a result harm the process of the
project. Examples include sickness or failing to follow a schedule.

• Technical Risks: Risks with some form of technical elements such as badly labelled dataset
or bugs in libraries.

• Project Risks: These are general risks or risks that do not fit into other risk categories.
Risks like mismanagement of planning or resources.

• Responsible Innovation Risks: Identified areas of the project that could potentially be a
risk of breaking one or more areas of responsible innovation.

For each potential risk, we state how it could affect the project and give a solution. We also give
each risk a likelihood of happening and an impact on the project score. The resulting score is
the average of the 2 scores. Finally, we order the risks in descending order of the results score.
This shows us the more important risks that we should be especially aware of.
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Legend: Personal Risks
Technical Risks
Project Risks
Responsible Innovation Risks

Risks
Risk Affects on
Project

Solution Likelihood Impact
Result
Score

Fixing bugs delay
progress

Failing to meet
project requirements
and milestones

Dedicate days for minor
bugs and prioritise major bugs

80 80 80

Failing to keep
track of schedule

Failing to meet
project requirements
and milestones

Follow a project development
methodology and prioritise tasks

80 70 75

Sickness
Results in delays
and potentially
missing deadlines

Task regular breaks, follow
covid-19 guidelines

50 90 70

Library was found not to be
suitable due to failing key areas
of responsible innovation

Results in failing
one of the
underlining
principles of
the project

Use backup
library

50 90 70

PC hardware was not suitable
for the type of models that
we want to train

Fails to
complete
a main
requirement
of the project

Use models that are
computationally smaller
or use Google Colab

70 70 70

Specific task was found to be
harder than what was planned

Results in
delays and
potentially
missing of
deadlines

Add extra time for each task
than we originally think it will take

65 70 67.5

Dataset is not ethically sound or
fails a key area of responsible innovation

Not being
able to use
the dataset
for the project,
results in
failing to
train models

Have backup
datasets in place

70 60 65



Not prioritising
tasks

Lose scope
of project,
resulting
in not
completing
important tasks

Use schedule and use a priority
based to do list

60 60 60

Unexpected anomalies in tasks,
such as bugs in libraries

Delays tasks
which could
mean some
tasks are
not completed

Add extra time to each task
than otherwise thought would take

40 70 55

Loss of Data
Will require
us to restart
the project

Backup with an online storage
or version control service

20 90 55

Specific task was found to
not be human-centric

Affects project
in a number of
ways including
strong AI bias
to failing to
meet project
requirements

Evaluate each task before it
being completed and reflect
on the task after completion

20 70 55

Dataset Errors
Poor object
detection
performance

Use preprocessing and
postprocessing techniques

50 20 35
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5.5 Summary

In this chapter, we presented how the project was managed and originally planned. We first
discussed the need for a project development methodology by modifying extreme programming
to work with our human-centric design. We then created a schedule with individual tasks
grouped into stages. The end of these stages is the major milestones of the project. Finally,
we performed a risk assessment to ensure that if anything was to happen that could negatively
impact our plan, there was a backup plan. We also ordered our risk assessment by importance
to make special attention to risks that have the largest impact or the most likely to occur.
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6.1 Introduction

In this chapter, we investigate the use of object detectors in an active setting. We use a compos-
ite label and highly intra-class datasets for these experiments and all run on an Nvidia GeForce
GTX 1070. The chapter is split into our active learning experiments and object detection ex-
periments, for each given experiment we show our results and evaluate the performance. Due
to the many challenges of combining different learning scenarios with the added complexity of
focusing on object detectors, we choose to split the problem topic into their sections.

6.2 Online and Active Learning Experiments

Figure 6.1: Each colour represents a different training session. For each new session we add
10 new samples to the training pool. These samples are selected based on the average losses
confidence class.

We first perform an active online learning experiment where random samples are given to the
object to simulate real-life data retrieval. The random nature is sightly wrong to real-life
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production lines like in steel. We do not have access to data on its distribution through time,
which can be found in a live scenario, therefore it is impossible for us to know. After a few of
the training sessions, we applied an active element to the sessions, where sample classes that
had the average lowest confidence score. As we already had the labels made before the start
of the training sessions, our sampling acted as the oracle. This reduces the training time as
we do not need to hand label or constantly need to monitor the training. Figure 6.2 illustrates
the training loss of our first experiment. For each training session, we add 10 new samples to
the training set. We select these 10 new samples based on the average confidence score of the
classes. The figure shows the first 5 out of 10 sessions. As we get new samples added the pool,
a large spike representing a large loss. Over time we should see the spike decrease, however, in
our experiments, the spike is roughly the same. There are a few hypotheses for this:

• We used the confidence based on softmax. As we found in the literature softmax tends to
be overconfident. Therefore we may be given the model wrong samples to be training on

• Object detectors are large/complex models and require a lot more data and time than we
provided in the experiments. This could result in overfitting to the data.

Figure 6.2: Overview of the active learning experiments with 2 different models and 4 types of
training data.

Figure 6.2 we show all 8 of our active learning experiments. We used 2 meta-architectures: SSD
and Faster RCNN. We choose to test a 1 stage and 2 stage model to test the trade-off between
accuracy over speed of training time. We also broke up the datasets into a single class and
a multi-class variant. For the LFPW dataset, we generated the bounding boxes of a face by
getting the largest and smallest points, which represents the bottom right corner and the top
left corner of a box. For parts of the face, we generated boxes based around the eyes, noses
and mouths. The single class steel defect dataset consisted of only the first class of defects.
As shown in table 6.1 our best performing object detector was the SSD with ResNet on the
single class of face, which outperformed even the Faster RCNN with the same configurations
and training data. This could be an anomaly but this model also performed well in the object
detection experiments. We assume that due to how large these 2 stage detectors are, it was
underfitting to a simple face detection task.
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Dataset Model mAP mAP50 Training Time
(Hours)

Faces SSD with ResNet 67.48 67.84 11

Parts of Faces SSD with ResNet 19.42 26.97 12

Single Class Steel Defect Detection SSD with ResNet 11.42 14.81 28

Multi Class Steel Defect Detection SSD with ResNet 3.97 9.5 28

Faces Faster RCNN with ResNet 55.79 56.21 26

Parts of Faces Faster RCNN with ResNet 26.3 30.38 26

Single Class Steel Defect Detection Faster RCNN with ResNet 12.1 12.86 32

Multi Class Steel Defect Detection Faster RCNN with ResNet 7.10 8.24 32

Table 6.1: Final results of the active learning experiments.

6.3 Object Detector Experiments

All of the steel defect detection experiments performed poorly overall. However, the detections
are still accurate in their placement but most predictions had very low confidence. As
confidence is used to remove some predictions, many accurate ones where removed. This can
be edited by lowing the threshold but we wanted to keep all our experiments consistent with
each other for a fairer comparison among methods.

Training time is heavily important in online learning scenarios as there will be a consistent
flow of data and thus the bottleneck is the training time. Many approaches stop production or
retrieval of data to train. This has the obvious drawback of some finance loses, there is also
the drawback of not learning and therefore adapting to current situations that may naturally
occur. For example if a steel mile is not cleaned then dust and other artefacts go onto the steel.
The object detector would need to adapt to this in real time. The detector would only learn to
adapt to these artefacts when training starts. Therefore it is desired to have a model that can
train as quickly as possible. In the object detection experiments we focus on testing composite
labels and highly intra class datasets. We found the best preforming detector to be EfficientDet
D1 with a resolution of 640x640 and an mAP score of 71.13. Its training time was also one of
the best due to how computationally efficient the model is. Our fastest performing detector was
the SSD with MobileNet, this was not a surprise due to the feature extractor having excellent
speed complexity.

62



Chapter 6 6.3. Object Detector Experiments

Dataset Meta-Architecture Base Model Resolution mAP
Training Time

(Hours)

Faces Faster RCNN ResNet50 640x640 92.75 2

Parts of Faces Faster RCNN ResNet50 640x640 35.54 2

Single-Class Steel
Defect Detection

Faster RCNN ResNet101 1024x1024 15.13 7

Multi-Class Steel
Defect Detection

Faster RCNN ResNet101 1024x1024 9.97 7

Single-Class Steel
Defect Detection

Faster RCNN ResNet50 640x640 13.21 4

Multi-Class Steel
Defect Detection

Faster RCNN ResNet50 640x640 8.17 4

Faces SSD MobileNet 640x640 94.91 1

Parts of Faces SSD MobileNet 640x640 34.13 1

Single-Class Steel
Defect Detection

SSD MobileNet 640x640 5.71 2

Multi-Class Steel
Defect Detection

SSD MobileNet 640x640 3.94 2

Faces SSD ResNet50 640x640 93.71 3

Parts of Faces SSD ResNet50 640x640 32.54 3

Single-Class Steel
Defect Detection

SSD ResNet50 640x640 7.18 4

Multi-Class Steel
Defect Detection

SSD ResNet50 640x640 5.71 4

Faces EfficientDet D1 640x640 71.13 3

Parts of Faces EfficientDet D1 640X640 64.59 3

Single-Class Steel
Defect Detection

EfficientDet D1 640x640 11.71 4

Multi-Class Steel
Defect Detection

EfficientDet D1 640x640 5.13 4

Table 6.2: Object Detection Experiment Results with 4 types of training sets 3 types of object
detectors.
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7.1 Conclusions

In this thesis, we present an active learning framework that can use any imagery-based datasets.
Users can create dataset-specific profiles and label any number of images at once. Labels can
be edited without the need to configure object detectors. Users can select any of the object
detectors provided by TensorFlow’s model zoo. They can also configure different parts of the
application like the text of all buttons or the number of images being displayed by the image
viewer in a given page.

The second part of the project was to explore object detectors in an active-online learning
setting on 2 datasets; ”Severstal: Steel Defect Defection” and ”Labelled Face Parts in the
Wild” (LFPW). LFPW is a keypoint estimation dataset which has 35 labelled points around
faces in many different backgrounds and facial expressions. We use these labelled points to
generate ground truth boxes for eyes, noses and mouths. We then use this dataset to predict
composite labels on various object detectors like SSD and Faster RCNN. The performance
and training time of these methods are very dependent on the feature extractor. We test our
models on ResNet and MobileNet to measure the trade-off between training time and accuracy,
an important attribute of online learning.

We first started this thesis by introducing the background literature by exploring deep
learning. We first introduced neural networks and built towards modern object detectors.
Many of which use a feature extractor to learn a representation of the data. We explore the
most notable extractors and object detectors. Following the literature, we introduce the human-
centric design and later adjust a software development methodology with this new design. In
Chapter 4 we introduced the main deliverable of the project as well as the datasets used for our
experiments. In which we found that both SSD and Faster RCNN with ResNet50 are the best
for our composite label experiments ( 1% difference). While our quickest trainable model was
EfficientDet D1 with an mAP of 64.59.
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7.2 Future Work

The current approach to steel defect detection is to use object detection, this is where we get
regions of the image and make predictions on those regions. However, the defects found in steel
does not fit well in a bounding box. This meant that our ground truth boxes have many empty
regions. This resulted in a more difficult classification task as we are - in general - pointing to
an area where there is a defect as opposed to directly feeding the defect pixels into our model.
An instance segmentation approach seems more reasonable as we can classify the individual
pixels to get a natural outline of the defect. This requires a larger and more complex labelling
process, due to the requirement of labelling each pixel. We would need to adjust our application
for pixel-wise labelling as we already have pixel brush mechanics.
All object detectors in TensorFlow’s zoo uses non-maximum suppression (NMS). This is a
problem for composite labelling where you have labels overlapping other labels. There is no
option to remove this without major editing of the source code. Therefore the construction of
our models would be required. Another area to explore could involve decreasing the training
time with key point estimation methods. Training time friendly networks seem promising in
there training speeds while still able to have similar performance to 1 stage detectors [81]
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